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ABSTRACT
An undergraduate elective course in data mining provides
a strong opportunity for students to learn research skills,
practice data structures, and enhance their understanding
of algorithms. I have developed a data mining course built
around the idea of using research-level papers as the primary
reading material for the course, and implementing data min-
ing algorithms for the assignments. Such a course is accessi-
ble to students with no prerequisites beyond the traditional
data structures course, and allows students to experience
both applied and theoretical work in a discipline that strad-
dles multiple areas of computer science. This paper provides
detailed descriptions of the readings and assignments that
one could use to build a similar course.

Categories and Subject Descriptors
I.2.6 [Artificial Intelligence]: Learning—concept learning,
induction; I.5.2 [Pattern Recognition]: Design Methodol-
ogy—classifier design and evaluation; I.5.3 [Pattern Recog-
nition]: Clustering—algorithms, similarity measures; K.3.2
[Computers and Education]: Computer and Information
Science Education—computer science education.

General Terms
Algorithms, measurement, design, experimentation.

Keywords
Data mining, machine learning, course design.

1. INTRODUCTION
Data mining is an exciting and relatively new area of com-

puter science that lies at the intersection of artificial intel-
ligence and database systems. Defined as the “non trivial
process of identifying valid, novel, potentially useful, and
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ultimately understandable patterns in data” [11], data min-
ing concerns itself with how to automatically find, simplify,
and summarize patterns within large sets of data. Machine
learning, said to be “concerned with the question of how to
construct computer programs that automatically improve
with experience”[16], overlaps heavily with data mining in
that many of its algorithms learn from data. A course in
machine learning and data mining (hereafter simplified to
just “data mining”) is a wonderful elective class to offer to
undergraduates.

A data mining elective has been offered twice at Carleton
College. This course has turned out to be a marvelous op-
portunity for students to use theoretical computer science
ideas to solve practical “real-world” problems. Data mining
requires a variety of ideas from data structures and algo-
rithms, which gives students the opportunity to see these
concepts in practice. It should therefore be pointed out that
this paper actually serves a dual role: readers of this paper
might find that some of the concepts or assignments con-
tained herein would be useful examples in an advanced data
structures class. There are also significant issues with pri-
vacy and ethics in data mining, and this provides an oppor-
tunity to link computer science with wider affairs. Because
students can choose their own datasets to analyze, they get
a personal sense of ownership in the work that they do be-
cause they can choose data from some application area that
interests them. Data mining is a new field, and so most of
the seminal work has been written within the last ten years.
This adds to the motivational aspects of the course, since
the students are actually learning something new to every-
one. Finally, I should admit my biases up front: my research
is in data mining, and thus I wished to offer my liberal arts
students a chance to see how engaging these ideas are.

Why should the fields of machine learning and data min-
ing be taught together in one course? The areas of machine
learning and data mining have a very large intersection,
which could perhaps be described very simply as “learn-
ing from data.” There are areas of machine learning that
do not interact much with data mining (such as reinforce-
ment learning), and there are areas of data mining that do
not seem to capture the flavor of machine learning (such
as how to make data analysis algorithms scale gracefully),
but the central idea of learning from data is common to
both fields. Material found in machine learning books and
in data mining books is quite similar. The first time that
I offered my course at Carleton, I actually just called it



“Data Mining.” Students indicated in post-course surveys
that the name “Machine Learning” was considerably more
attractive to them, and students would be more likely to
take the course if both names were in the title.

Another question that might be proposed is “Why offer
such a course at all? If some of this material is worthwhile,
why not merely split up the material between artificial in-
telligence and database courses?” Bits of these ideas do end
up in some of our other courses. I do cover a healthy dose
of machine learning in my AI course, and data mining at
least gets half a class of discussion in my database course.
But the coherent area of data mining is worthy of study in
and of itself, and easily can span a semester. Artificial in-
telligence courses tend to survey AI, and so the amount of
time that one can spend on machine learning is constrained.
Database courses need to spend significant amounts of time
on the functioning of database systems themselves, and thus
algorithms for learning from data are hard to fit in.

The course that I have constructed and taught is designed
to appeal to computer science students and to reinforce com-
puter science ideas that they have seen elsewhere. Because
we are a small program and our courses do not run all that
often, it helps to boost enrollments if prerequisites are min-
imal. Therefore, the only prerequisite that I require is our
data structures course. One of the challenges in teaching
data mining to undergraduate computer scientists is its high
overlap with statistics, which can require significant back-
ground by students. Therefore, the course that I have put
together is based on two pivotal elements: reading research
papers as primary source material, and implementing data
mining algorithms via programming. Textbooks on data
mining for a course such as this are quite limited. Most data
mining textbooks are either not technical enough or require
too much mathematical background. A few books out there
do seem to fit the audience [10, 23], and I do use Margaret
Dunham’s text [10] as a side reference. Nonetheless, the
collection of research papers that I have assembled seems to
provide a considerably richer experience for the students. I
have been careful to make sure that these papers are read-
able by the students with minimal prerequisites. While I do
sometimes need to present some material in class to supple-
ment the papers (some linear algebra, some statistics, etc.),
with a bit of support students are capable of learning a sub-
stantial amount from them.

2. RELATED WORK
I should make sure to point out the differences between

my course and other data mining courses that have been
presented to the educational community. Dian Lopez and
Luke Ludwig at University of Minnesota, Morris have suc-
cessfully taught a data mining course [15] based on using the
Weka data mining environment and its associated textbook
[24]. Their course provided a wonderful opportunity for stu-
dents to use data mining software and to learn about how
the algorithms underneath worked, but had a very different
emphasis than the course discussed here.

At ITiCSE ’05, Richard Roiger presented an excellent tu-
torial on data mining [20] that introduced educators to the
field. He covered many of the ideas in data mining quite
clearly so that those new to the field could think about
teaching a course in the area. That tutorial is quite dif-
ferent from this paper. Here, I describe in detail how to
actually run a data mining course by using specific research

papers that are accessible to undergraduates and by creat-
ing assignments that allow the students to implement data
mining algorithms themselves. Specifically, my course fo-
cuses on the “computer science” aspects of data mining. By
encouraging students to read papers and actually implement
some of the algorithms, the course allows the students to
identify more closely with data mining researchers and chal-
lenges the students to understand in detail the intricacies of
data mining algorithms.

3. THE ASSIGNMENTS
Data mining is a fairly wide field, and in one of our ten

week terms the amount of material that can be covered is
limited. Further complicating the matter is that I cover
some supervised machine learning in my Artificial Intelli-
gence course, but I don’t require AI as a prerequisite for
Data Mining. Therefore, the material that I cover on su-
pervised machine learning in Data Mining is designed to be
complementary to the content that appears in my AI course.

In order to encourage students to complete readings be-
fore class, I require that they electronically post to a forum
that I have created for the course on Caucus [1], a system
that Carleton uses for managing online discussion groups.
(Any course management system, blog, or email list would
serve the same purpose.) Specifically, I require that the stu-
dents post one thing that they did not understand about
the paper, or alternatively post a particular point that they
found interesting. I also require that they post a potential
exam question. This gets them thinking about what the
important details are, but also makes my life easier when I
have to write exams. After each reading has been assigned,
we discuss it in class. I use the students’ postings to help
determine what portions of the papers we need to discuss
more carefully in class.

Following is a list of the various topics I cover in the class,
along with the readings that I use and the assignments that I
give. The readings and assignments that I describe form the
major contributions of this paper, as they form the backbone
for my course.

3.1 What is Data Mining?
The paper “Data Mining and Statistics: What’s

the Connection?” [12] is an entertaining and contro-
versial look at the distinctions between the fields of data
mining and statistics, and what the two fields do correctly
and incorrectly in trying to solve similar problems in their
own separate ways. I particularly like this paper because it
helps students to understand the different perspectives that
computer scientists and statisticians offer (for better or for
worse!). This reading significantly helps to inspire a spe-
cific subset of students who might otherwise mistakenly be
concerned that they had been taken by a “bait and switch
scheme” to get them into a statistics course.

For an assignment, I direct students to the well-known
“census-income” dataset [14] and ask them to provide some
simple summary statistics on the data. For example, I ask
them to provide the following information:

• how many records and features there are

• how many features are continuous, and how many are
nominal



• for the continuous features, the average, median, min-
imum, maximum, and standard deviation

• 2-dimensional scatter plots of two features at a time

I then encourage them to be creative and to find any inter-
esting patterns that they can.

3.2 Classification and Regression
Classification and regression are forms of supervised learn-

ing, where the computer is given labeled data and asked to
learn the relationship between the data and the labels. In
class, we discuss first the general concepts of classification
and regression, and look at various error metrics that one
can use such as accuracy, precision, recall, ROC curves, and
others. Most of this material is covered in the Dunham text,
and so the students are asked to read the sections on these
topics.

Traditional algorithms such as decision trees, neural net-
works, and support vector machines are covered in my AI
course, so they get only peripheral mention here. Of course,
one could cover these topics in more detail if one wished.
Instead, I focus on the k-Nearest Neighbor algorithm from a
data mining perspective: how can it be scaled to run on large
datasets? The paper “Nearest Neighbor Queries” [21]
does a fine job at explaining a particular technique for scal-
ing such queries to large datasets. This paper does require
an understanding of R-trees, which I cover in class. Other-
wise, though, this paper is a wonderful example of how an
algorithm can be scaled through the use of data structures
and heuristics.

Students are asked to program a straightforward version of
the k-nearest neighbor algorithm, and apply it to the census-
income dataset. They are instructed to experiment with a
variety of values of k, and to try different distance metrics
such as Euclidean, Manhattan, and cosine distances. They
then produce plots showing training and test set accuracies
for these variations, and interpret them in a report that they
submit.

3.3 Clustering
Clustering is the act of finding prototypical examples that

concisely summarize an entire dataset. This a crucial topic
in data mining that I use in my own research, so it receives a
significant amount of time in my course. To get started, the
students read material in Dunham’s text that addresses the
basics of clustering, and we discuss it in class. They then im-
plement a basic clustering algorithm (k-means). Now that
they have had some experience on a dataset that I chose
(census-income), I direct the students to go to the UCI Ma-
chine Learning Repository [22] or the UCI KDD Archive
[14] and obtain a dataset that interests them. They use this
dataset for this assignment and most of the remaining ones.
For this assignment, the students are instructed to try a va-
riety of values for k, as well as two different techniques for
initializing the algorithm. They turn in a report summariz-
ing the distinctions that they find, as well as interpretations
of the clusters that they find. If the dataset that they pick
already has a class label associated with each data point,
they are encouraged to discard it to make the exercise more
interesting.

The students then read two papers on clustering. “Scal-
ing Clustering Algorithms to Large Databases” [7]
describes the “Scalable K-Means” algorithm, which can clus-

ter data with only one pass through the entire dataset. This
paper is particularly interesting for its “data mining desider-
ata,” which is a list of characteristics that every scalable
data mining algorithm should have. The list makes for in-
teresting classroom discussion. The second clustering pa-
per that they read is “CURE: An Efficient Clustering
Algorithm for Large Databases” [13]. CURE is an ag-
glomerative algorithm, and so this illustrates an entirely dif-
ferent approach to clustering. The students then implement
agglomerative clustering in an assignment with a stripped-
down version of CURE. CURE requires the use of a heap
(at least, it does in the way I pose the assignment), so this
is a great opportunity to reinforce that idea.

3.4 Association Rules
Association rules are sometimes used for supermarket bas-

ket analysis: “what items do people typically purchase at
the same time?” The legendary and somewhat mythical ex-
ample that beer and diapers are often purchased together
makes for lively class discussion. The paper “Fast Algo-
rithms for Mining Association Rules” [5] presents the
classic Apriori algorithm. This is something of a long paper,
and so I focus the students by telling them to concentrate
on Apriori and its variants and only to skim the material
on AIS and SETM. This section of the course usually takes
more time than I think it will. This paper is quite rich, and
proving that the algorithm itself and its optimizations work
correctly takes some doing. The experience is well worth it,
as students are again exposed to detailed algorithms that
require the user of data structures. For an assignment, they
implement the basic form of the Apriori algorithm and im-
plement it on their own dataset.

3.5 Web Mining
Performing data mining on the Web, particularly regard-

ing mining the link structure of the Web, is the most in-
teresting topic in the course for many of the students. It
should be noted that mining graphs (such as the Web) is
a particularly important current topic: two of the plenary
talks given at KDD 2005 were on related material [18, 6].
I first assign the classic paper “The PageRank Citation
Ranking: Bringing Order to the Web” [17], which de-
scribed how the basic version of the Google PageRank fea-
ture works. One of the most fascinating aspects of the prob-
lem is that determining which web pages are more important
than others becomes an eigenvalue problem, and thus one
needs to focus on how to solve a problem in a scalable fash-
ion. This exposes the students to a small amount of numeri-
cal analysis and linear algebra on a critical applied problem.
The students also read “Mining the Link Structure of
the World Wide Web” [9] which presents the HITS algo-
rithm for determining web page importance. This reading
is worthwhile as it lets the students see that PageRank is
not the only way to solve this problem, and HITS uses a
considerably different set of heuristics than PageRank.

For an assignment, the students actually implement the
PageRank algorithm and use it on an archive of our de-
partment’s website. I have learned the hard way, multiple
times, that asking students to write a webcrawler for a class
assignment can be a bad idea. Having a class of students
crawl campus web servers in parallel is a recipe for disas-
ter: this can ultimately result in a well intentioned denial
of service attack. For those who wish to remain on good



terms with their IT support, I do not recommend such an as-
signment! I therefore create an archive of our department’s
website for the students to use. Rather than requiring the
students to parse HTML, I create the archive using some
scripts wrapped around lynx [2] so that all webpages are al-
ready converted to text with links appearing on the bottom
of each page. This makes the scanning aspect of the assign-
ment reasonably straightforward. I point out to the students
that they must store the data in some kind of sparse format
or they will likely run out of memory, and thus they need to
use hashing or some other form of map to make their code
efficient. The students submit a report indicating what they
find, and how they choose to interpret the heuristics in the
PageRank paper (some technical details are not fleshed out
in the paper).

3.6 Collaborative Filtering
Collaborative filtering systems, also known as recommender

systems, make recommendations to users as to items they
may wish to buy or what movies they wish to watch based
on past preferences. The paper “Empirical Analysis of
Predictive Algorithms for Collaborative Filtering”
[8] surveys a number of collaborative filtering algorithms,
and spends time discussing both the algorithms and tech-
niques for measuring how well they work. Students expe-
rience collaborative filtering regularly, particularly if they
visit websites such as Amazon.com. They are therefore in-
spired by this material, especially in the context of finding
new books or music that interests them. I show them Ya-
hoo’s Launchcast [3] as a particularly compelling example.

At this point in the term, students are already working
on their final project (see section 3.8), so I do not give any
assignments to go with this topic.

3.7 Ethics
At KDD 2004, a panel discussion titled “Data Mining:

Good, Bad, or Just a Tool?” [19] did a wonderful job
of discussing some of the ethical concerns posed by data
mining, particularly with regards to preservation of privacy.
This panel was videotaped, as were all talks at KDD 2004,
and is available from Old Tacoma Communications [19]. I
asked my students to post to Caucus before watching the
video and to provide an example of how data mining could
be exploited for evil purposes. They were also to describe
what could be done to prevent this, or to indicate if nothing
could be done. I also asked them to post followup com-
mentary after watching the video. I originally conjured up
this video as something to keep my students busy while I
was out of town, but they seemed to actually find it quite
interesting. The students pointed out that more problems
than solutions were raised, and in fact many of the students
were frustrated by the fact that good solutions to many of
these problems were not clear. Many of them also pointed
out that they had never before considered the issue of ac-
countability, which is a major theme of the discussion. If
someone’s privacy is violated, who is responsible (or as one
of the speakers ironically points out, “who is sued?”). There
is not a clear cut answer to this question either, and the class
discussion that followed helped to raise students’ awareness
of these issues.

3.8 Final Project
For the final project for this course, I give my students

freedom to pursue almost anything within the realm of data
mining so long as I approve it. Some students choose to
find a paper with an algorithm that interests them, and to
implement it. Other students want to do a full-fledged data
mining study on data which interests them, and so they
use a combination of their own code and Weka to analyze
some data and produce a report describing what they find. I
have also experimented with encouraging students to attack
KDD Cup problems. The most recent KDD Cup problem
[4] captured the imagination of many of my students, but
the task was a little too big and vague for them. It also
required a significant amount of data manipulation which
was highly educational, but also very time consuming. I do
think that with the right scaffolding, however, problems of
this type can work quite well.

4. COMMENTARY AND CONCLUSION
The most memorable part of the course for most of the

students seems to be the papers. For many of them, this is
the only course where they have the opportunity to learn a
significant amount of material from sources other than text-
books or their professors. Some of these papers are tricky
to read, and some are written better than others. Students
seem to gain a better understanding of how to write a paper
from reading these. The most difficult part in using these
papers is the time that I need to put in to preparing to
use them, particularly regarding filling in background holes
that the students do not have. This has the added advan-
tage, though, that in-class discussion of a particular paper
does not need to consist of me parroting material that is
in it. Instead, I present ideas that that the paper does not
cover well or at all, and tie it back to the paper as relevant.

Using discussion forums to encourage students to read
works well, at least in a more advanced elective such as this
one. Students have said that they found this to be a pain to
do, but were thankful for it after the fact because it encour-
aged them to be prepared for class. I do need to make sure
that I set the deadline for posting to be a number of hours
before class so that I have time to review their comments
beforehand.

The programming assignments also seem to mostly work
well. I give the students the option of working on these alone
or in pairs, and I allow them to program in the language
of their choice so long as I can compile and run the code
myself. The most challenging part of these assignments is
in grading them. Many of the algorithms that I ask them
to implement leave some details unspecified, and therefore
students obtain differing results from each other even when
the data input is the same. I could completely specify the
assignments, but the students seem to get something out
of the experience of working through how to handle these
judgment calls. They also learn from experience that not all
primary sources document their work as well as they should.
This aspect of the course, combined with the fact that I
allow students to use datasets of their own choice, makes
grading somewhat difficult. I find that I end up grading
assignments on the quality of their post-analysis and on a
general sense of “likelihood of being correct” rather than on
a precise scrutiny of code and results.

Finally, I should mention that I also assign two take-home
midterm exams throughout the term. These are open book
written exams that attempt to determine how well the stu-
dents understand the ideas that we discuss and implement.



The course that I have described above has been quite
successful. Students have indicated in evaluations that they
really enjoy the opportunity to combine “real-world” prob-
lems with computer science theory and algorithms. It has
also been immensely useful in introducing students to com-
puter science research; I have found that this course helps
considerably in preparing students to work on research with
faculty.

All of my course materials are available on my website
at http://www.mathcs.carleton.edu/faculty/dmusican/

cs377s05/.
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